Majorization of invariant measures for orientation-reversing maps
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Abstract. Let the invariant probability measures for an orientation-reversing weakly expanding map of the interval \([0, 1]\) be partially ordered by majorization. The minimal elements of the resulting poset are shown to be convex combinations of Dirac measures supported on two adjacent fixed points. A consequence is that if \(f : [0, 1] \rightarrow \mathbb{R}\) is strictly convex, then either its minimizing measure is unique and is a Dirac measure on a fixed point, or \(f\) has precisely two ergodic minimizing measures, namely Dirac measures on two adjacent fixed points. In the case where \([0, 1]\) is a period-two orbit, with corresponding invariant measure \(\mu_{01}\), the maximal elements of the poset are shown to be convex combinations of \(\mu_{01}\) with the Dirac measure on either the leftmost, or the rightmost, fixed point. This facilitates the identification of \(f\)-maximizing measures when \(f : [0, 1] \rightarrow \mathbb{R}\) is convex.

1. Introduction

Majorization is a way of making precise the notion that one measure is more spread out than another (see e.g. [3, 5, 6, 9, 19–22]). If \(\mu\) and \(\nu\) are Borel probability measures on the unit interval \([0, 1]\), we say that \(\nu\) majorizes \(\mu\), and write \(\mu \prec \nu\), if \(\mu(f) \leq \nu(f)\) for all convex functions \(f : [0, 1] \rightarrow \mathbb{R}\). Equivalently, \(\mu \prec \nu\) if and only if

\[
\int_0^t \mu[0, x] \, dx \leq \int_0^t \nu[0, x] \, dx \quad \text{for all } t \in [0, 1]
\]

and

\[
\int_0^1 \mu[0, x] \, dx = \int_0^1 \nu[0, x] \, dx.
\]

If \(T : [0, 1] \rightarrow [0, 1]\) is Borel, its set \(\mathcal{M}_T\) of invariant Borel probability measures becomes a partially ordered set when equipped with \(\prec\). For the doubling map \(T(x) = 2x \mod 1\), the poset \((\mathcal{M}_T, \prec)\) was investigated in [15] (see also [14, 16, 24]), where its minimal and maximal elements were identified.
Theorem 1.1. Let $T(x) = 2x \pmod{1}$ for $x \in [0, 1)$, and $T(1) = 1$. The minimal elements of $(\mathcal{M}_T, \prec)$ are precisely the Sturmian† measures. The maximal elements of $(\mathcal{M}_T, \prec)$ are precisely the convex combinations of the Dirac measures at the two fixed points 0 and 1.

In this article we consider maps such as the reverse doubling map, defined by $T(x) = -2x \pmod{1}$ for $x \in (0, 1]$, and $T(0) = 1$. As for the doubling map, the invariant measures for the reverse doubling map are naturally identified with those for the full shift on two symbols; in particular, both maps have precisely two fixed points. The role of the fixed points for the reverse doubling map turns out to be the reverse of their role for the doubling map.

Theorem 1.2. Let $T(x) = -2x \pmod{1}$ for $x \in (0, 1]$, and $T(0) = 1$. The minimal elements in $(\mathcal{M}_T, \prec)$ are precisely the convex combinations of the Dirac measures at the two fixed points 1/3 and 2/3.

Perhaps surprisingly, and in contrast to Theorem 1.1, the statement of Theorem 1.2 is robust under nonlinear perturbation. It is a particular case of the following result.

Theorem 1.3. If $f : [0, 1] \to [0, 1]$ is the lift of a continuous orientation-reversing expanding circle map, with fixed points $x_1 < \cdots < x_k$, then the minimal elements of $(\mathcal{M}_f, \prec)$ are precisely those measures of the form $\lambda \delta_{x_i} + (1 - \lambda) \delta_{x_{i+1}}$ for some $\lambda \in [0, 1]$, $1 \leq i \leq k - 1$.

For $T$ the reverse doubling map, the maximal elements of $(\mathcal{M}_T, \prec)$ are identified as follows.

Theorem 1.4. Let $T(x) = -2x \pmod{1}$ for $x \in (0, 1]$, and $T(0) = 1$. Let $\mu_{01} = (\delta_0 + \delta_1)/2$, the invariant measure supported by the period-two orbit $\{0, 1\}$.

The maximal elements in $(\mathcal{M}_T, \prec)$ are precisely the convex combinations of $\mu_{01}$ with $\delta_{1/3}$, and the convex combinations of $\mu_{01}$ with $\delta_{2/3}$.

Theorem 1.4 can be generalized as follows.

Theorem 1.5. Suppose that $f : [0, 1] \to [0, 1]$ is the lift of a continuous orientation-reversing expanding circle map, with $T(0) = 1$ and $T(1) = 0$, and with fixed points $x_1 < \cdots < x_k$. The maximal elements of $(\mathcal{M}_f, \prec)$ are precisely those measures of the form $\lambda \mu_{01} + (1 - \lambda) \delta_{x_1}$ or $\lambda \mu_{01} + (1 - \lambda) \delta_{x_k}$, for some $\lambda \in [0, 1]$, where $\mu_{01} := (\delta_0 + \delta_1)/2$.

A primary motivation for the above results is ergodic optimization (see, e.g., [4, 7, 8, 13]), that is, the study of the smallest possible ergodic average $\alpha(f) = \inf_{\mu \in \mathcal{M}_f} \mu(f)$ and largest possible ergodic average $\beta(f) = \sup_{\mu \in \mathcal{M}_f} \mu(f)$ of a given function $f : [0, 1] \to \mathbb{R}$, and of the invariant measures $\mu$ (so-called minimizing and maximizing measures,

† Sturmian measures are symbolic versions of rotations (see, e.g., [1, 2, 4, 12, 14, 15] for further details); in particular they are ergodic, supported by either a periodic orbit (in the case of a rational rotation) or a uniquely ergodic Cantor set.
Theorem 1.6. Suppose that \(T : [0, 1] \to [0, 1]\) is the lift of a continuous orientation-reversing expanding circle map, with \(T(0) = 1\) and \(T(1) = 0\), and with fixed points \(x_1 < \cdots < x_k\). If \(f : [0, 1] \to \mathbb{R}\) is convex, then its minimum ergodic average is
\[
\alpha(f) = \min_{1 \leq i \leq k} f(x_i),
\]
and its maximum ergodic average is
\[
\beta(f) = \max\left( f(x_1), f(x_k), \frac{f(0) + f(1)}{2} \right).
\]

There exists \(1 \leq i \leq k\) such that \(\delta_{x_i}\) is an \(f\)-minimizing measure, and at least one of the measures \(\delta_{x_1}, \mu_{01}, \delta_{x_k}\) is \(f\)-maximizing.

This article is organized as follows. In §2 we introduce the class of orientation-reversing weakly expanding maps, a suitable generalization of the maps \(T\) considered above. For orientation-reversing weakly expanding maps \(T\) we identify (see Theorem 3.1 in §3) the minimal elements of \((\mathcal{M}_T, \prec)\), a result which implies Theorem 1.3. Under the additional hypothesis that \([0, 1]\) is a period-two orbit, we then identify (see Theorem 4.1 in §4) the maximal elements of \((\mathcal{M}_T, \prec)\), a result which implies Theorem 1.5. Theorem 1.6 is a consequence of Theorems 3.4 and 4.4, which also give more precise information in the case where \(f : [0, 1] \to \mathbb{R}\) is strictly convex. In §5, some of the fine structure of \((\mathcal{M}_T, \prec)\) is computed explicitly in the case where \(T\) is the reverse doubling map. In §6 we consider the extension of our results to interval maps with infinitely many branches, with Gauss’s continued fraction map serving as an illustrative example.

2. Preliminaries

Notation 2.1. For a Borel probability measure \(\mu\) on \([0, 1]\), let \(b(\mu) := \int x \, d\mu(x)\) denote its barycentre. If \(T : [0, 1] \to [0, 1]\) is Borel, let \(\mathcal{M}_T\) denote the set of \(T\)-invariant Borel probability measures. For \(\varrho \in [0, 1]\), define the corresponding barycentre class \(\mathcal{M}_\varrho := \{\mu \in \mathcal{M}_T \mid b(\mu) = \varrho\}\).

Definition 2.2. Suppose that \(f : [0, 1] \to \mathbb{R}\) is bounded and Borel measurable, and that \(T : [0, 1] \to [0, 1]\) is Borel. For \(\varrho \in [0, 1]\), a measure \(\mu \in \mathcal{M}_\varrho\) is called \(f\)-minimizing in \(\mathcal{M}_\varrho\) (respectively \(f\)-maximizing in \(\mathcal{M}_\varrho\)) if \(\mu(f) = \inf_{m \in \mathcal{M}_\varrho} m(f)\) (respectively \(\mu(f) = \sup_{m \in \mathcal{M}_\varrho} m(f)\)).

Define the minimum ergodic average
\[
\alpha(f) := \inf_{m \in \mathcal{M}_T} m(f),
\]
and the maximum ergodic average
\[
\beta(f) := \sup_{m \in \mathcal{M}_T} m(f).
\]

† Clearly, the solution of the ergodic optimization problem for concave \(f\) follows immediately, since in this case \(-f\) is convex.
A measure $\mu \in \mathcal{M}_T$ is called (globally) $f$-minimizing if $\mu(f) = \alpha(f)$, and (globally) $f$-maximizing if $\mu(f) = \beta(f)$.

**Definition 2.3.** Suppose $0 = a_0 < a_1 < \cdots < a_k = 1$, where $k \geq 2$. Let $J_1, \ldots, J_k$ be disjoint sub-intervals of $[0, 1]$, with $\bigcup_{i=1}^{k} J_i = [0, 1]$, such that the left (respectively right) endpoint of each $J_i$ is $a_i$ (respectively $a_i$). Suppose that, for each $1 \leq i \leq k$, the restriction $T|_{J_i}$ is continuous. Suppose that $0 \in T(J_1)$, that $T(J_i) = [0, 1]$ for $1 < i < k$, and that $1 \in T(J_k)$.

We say that $T$ is orientation reversing if $T|_{J_i}$ is decreasing for each $1 \leq i \leq k$, and that $T$ is weakly expanding if $|T(x) - T(y)| \geq |x - y|$ for all $x, y \in J_i$, $1 \leq i \leq k$.

For orientation-reversing weakly expanding maps, not every point in $[0, 1]$ is the barycentre of an invariant measure.

**Lemma 2.4.** If $T : [0, 1] \rightarrow [0, 1]$ is an orientation-reversing weakly expanding map, with fixed points $x_1 < \cdots < x_k$, then its barycentre set $\mathcal{b}(\mathcal{M}_T)$ is the interval $[x_1, x_k]$.

**Proof.** The set $\mathcal{b}(\mathcal{M}_T)$ is an interval, since it is the affine image of the convex space $\mathcal{M}_T$. Since $x_1 = \mathcal{b}(\delta_{x_1})$ and $x_k = \mathcal{b}(\delta_{x_k})$, it remains to show that $x_1 \leq \mathcal{b}(\mu) \leq x_k$ for every $\mu \in \mathcal{M}_T$.

Define $\sigma : [0, 1] \rightarrow \mathbb{R}$ by $\sigma(x) = \min\{x, x_k\}$. If $x > x_k$, then $T(x) < x_k$, and $x - x_k \leq x_k - T(x)$ because $T$ is weakly expanding, so $x - \sigma(x) + \sigma(Tx) = x - x_k + T(x) \leq x_k$. If $x \leq x_k$, then $x - \sigma(x) + \sigma(Tx) = \sigma(Tx) \leq \max \sigma = x_k$. Thus, if $\mu \in \mathcal{M}_T$ then $b(\mu) = \int x \, d\mu(x) = \int (x - \sigma(x) + \sigma(Tx)) \, d\mu(x) \leq x_k$.

Defining $\tau(x) = \max\{x_1, x\}$, a similar argument shows that $x - \tau(x) + \tau(Tx) \geq x_1$ for all $x \in [0, 1]$, hence that $b(\mu) = \int x \, d\mu(x) = \int (x - \tau(x) + \tau(Tx)) \, d\mu(x) \geq x_1$ for all $\mu \in \mathcal{M}_T$. \hfill $\Box$

A necessary condition for two measures to be related by majorization is that they share the same barycentre (since $f(x) := x$ and $g(x) := -x$ are both convex). Consequently the poset $(\mathcal{M}_T, \prec)$ is the disjoint union of the barycentre classes $(\mathcal{M}_{\varrho}, \prec)$, $\varrho \in [x_1, x_k]$. For $\varrho \in [x_1, x_k]$, a natural first question about the barycentre class $(\mathcal{M}_{\varrho}, \prec)$ is whether it has a smallest and a largest element. In §§3 and 4 this question is answered affirmatively†, with the following measures $m_{\varrho}$ and $v_{\varrho}$ identified as, respectively, the smallest and largest elements of $(\mathcal{M}_{\varrho}, \prec)$.

**Notation 2.5.** (The measures $m_{\varrho}$ and $v_{\varrho}$) Let $T : [0, 1] \rightarrow [0, 1]$ be an orientation-reversing weakly expanding map, with fixed points $x_1 < \cdots < x_k$. For each $\varrho \in [x_1, x_k]$, define

$$m_{\varrho} := \lambda \delta_{x_i} + (1 - \lambda) \delta_{x_{i+1}},$$

where $\lambda \in [0, 1]$ and $1 \leq i \leq k - 1$ are such that $\varrho = \lambda x_i + (1 - \lambda) x_{i+1}$.

† We emphasize that there are (well-known) interval maps $T$ for which the barycentre classes $(\mathcal{M}_{\varrho}, \prec)$ do not have smallest or largest elements, see [24].
Let \( T(0) = 1 \) and \( T(1) = 0 \), with \( \mu_0 := (\delta_0 + \delta_1)/2 \), then define \( \nu_\varnothing \) by

\[
\nu_\varnothing := \begin{cases} 
\frac{1}{2} - \varnothing \delta_x + \varnothing - x_1 \mu_0 & \text{for } \varnothing \in [x_1, 1/2), \\
\mu_0 & \text{for } \varnothing = 1/2, \\
\varnothing - 1/2 \delta x_k + \frac{x_k - \varnothing}{x_k - 1/2} \mu_0 & \text{for } \varnothing \in (1/2, x_k].
\end{cases}
\]

3. Minimal elements of \((\mathcal{M}_T, \prec)\), and minimizing measures for convex \( f \)

Each barycentre class has a smallest element, which can be identified explicitly.

**Theorem 3.1.** Let \( T: [0, 1] \to [0, 1] \) be an orientation-reversing weakly expanding map, with fixed points \( x_1 < \cdots < x_k \). For every \( \varnothing \in [x_1, x_k] \), the ordered set \((\mathcal{M}_\varnothing, \prec)\) has a smallest element, namely \( m_\varnothing \).

**Proof.** For every convex function \( g: [0, 1] \to \mathbb{R} \), we must show that \( m_\varnothing(g) \leq \mu(g) \) for all \( \mu \in \mathcal{M}_\varnothing \). Note that this inequality holds if and only if

\[
m_\varnothing(f) \leq \mu(f) \quad \text{for all } \mu \in \mathcal{M}_\varnothing,
\]

where

\[
f(x) := g(x) + \frac{g(x_{i+1}) - g(x_i)}{x_i - x_{i+1}} x,
\]

and \( 1 \leq i \leq k - 1 \) is chosen such that \( x_i \leq \varnothing \leq x_{i+1} \).

We now claim that all measures in \( \mathcal{N} = \{ \varepsilon \delta_{x_i} + (1 - \varepsilon) \delta_{x_{i+1}} | \varepsilon \in [0, 1] \} \) are \( f \)-minimizing. This implies that \( m_\varnothing(f) \leq \mu(f) \) for all \( \mu \in \mathcal{M}_T \), which in particular implies (2).

Note that \( f(x_i) = f(x_{i+1}) \), and denote this common value by \( \alpha \). Define \( \varnothing: [0, 1] \to \mathbb{R} \) to be equal to \(-\alpha \) on \((x_i, x_{i+1})\), and by \( \varnothing(x) = -f(x) \) otherwise. We claim that, for all \( x \in [0, 1] \),

\[
(f + \varnothing - \varnothing \circ T)(x) \geq \alpha.
\]

If \( x \notin (x_i, x_{i+1}) \), then \( (f + \varnothing - \varnothing \circ T)(x) = -\varnothing(Tx) \geq -\max_{y \in [0, 1]} \varnothing(y) = \alpha \), so (3) holds.

If \( x \in (x_i, x_{i+1}) \), then \( T(x) \notin (x_i, x_{i+1}) \), so

\[
(f + \varnothing - \varnothing \circ T)(x) = f(x) - \alpha + f(Tx).
\]

Note that \( x \in J_i \cup J_{i+1} \). If \( x \in J_i \), then \( T(x) < x_i \), and weak expansion gives

\[
x_i - T(x) \geq x - x_i.
\]

Since \( f(x_i) = f(x_{i+1}) \), the convexity of \( f \) implies it is non-increasing on \([0, x_i]\), so \( f(x_i) - f(Tx) \leq 0 \). Combining with (5) gives

\[
f(x_i) - f(Tx) = \frac{f(x_i) - f(Tx)}{x_i - T(x)} (x_i - T(x)) \leq \frac{f(x_i) - f(Tx)}{x_i - T(x)} (x - x_i).
\]

However, \( f \) is convex, so (see, e.g., [23, p. 113])

\[
\frac{f(x_i) - f(Tx)}{x_i - T(x)} \leq \frac{f(x) - f(x_i)}{x - x_i}.
\]
Combining (6) with (7) gives \( f(x_i) - f(Tx) \leq f(x) - f(x_i) \), and substituting into (4) gives (3).

The argument when \( x \in J_{i+1} \) is similar. In this case \( x < x_{i+1} < T(x) \), and weak expansion gives
\[
T(x) - x_{i+1} \geq x_{i+1} - x.
\]
(8)

Since \( f(x_i) = f(x_{i+1}) \), the convexity of \( f \) implies that it is non-decreasing on \([x_{i+1}, 1]\), so \( f(Tx) - f(x_{i+1}) \geq 0 \). Combining this with (8), and the fact that
\[
\frac{f(x_{i+1}) - f(x)}{x_{i+1} - x} \leq \frac{f(Tx) - f(x_{i+1})}{T(x) - x_{i+1}},
\]
we deduce that \( f(Tx) - f(x_{i+1}) \geq f(x_{i+1}) - f(x) \), and again (3) follows from (4).

Having established (3) for all \( x \in [0, 1] \), integration of this inequality with respect to an arbitrary \( \mu \in \mathcal{M}_T \) gives \( \mu(f) \geq \alpha = m(f) \) for every \( m \in \mathcal{N} \), so indeed every measure in \( \mathcal{N} \) is \( f \)-minimizing.

Theorem 3.1 asserts that if \( f : [0, 1] \to \mathbb{R} \) is convex, then the measure \( m_\varrho \) is minimizing in \( \mathcal{M}_\varrho \) (cf. Definition 2.2). If \( f \) is strictly convex, then this conclusion can be strengthened as follows.

**Corollary 3.2.** Let \( T : [0, 1] \to [0, 1] \) be an orientation-reversing weakly expanding map, with fixed points \( x_1 < \cdots < x_k \). If \( f : [0, 1] \to \mathbb{R} \) is strictly convex, and \( \varrho \in [x_1, x_k] \), then \( m_\varrho \) is the unique \( f \)-minimizing measure in \( \mathcal{M}_\varrho \).

**Proof.** An alternative definition of majorization (see [3, 5]) is that \( \mu < \nu \) if and only if \( \nu \) is a dilation of \( \mu \), that is, there exists a family of probability measures \((D_x)_{x \in [0,1]}\) with each \( b(D_x) = x \), such that if \( f : [0, 1] \to \mathbb{R} \) is bounded and Borel, then so is \( x \mapsto D_x(f) \), and \( \nu(f) = \int D_x(f) \, d\mu(x) \).

If \( \mu \in \mathcal{M}_\varrho \setminus \{m_\varrho\} \), then \( m_\varrho < \mu \) by Theorem 3.1, so there exists \((D_x)_{x \in [0,1]}\) as above, such that \( \mu(f) = \int D_x(f) \, dm_\varrho(x) \) for any bounded Borel \( f \). Now \( \mu \neq m_\varrho \), so there is a Borel set \( A \), with \( m_\varrho(A) > 0 \), such that \( D_x \neq \delta_x \) for all \( x \in A \). Since Jensen’s inequality is strict, that is \( D_x(f) > f(x) \), whenever \( f \) is strictly convex and \( D_x \) is not the Dirac measure at \( x \), we deduce that \( \mu(f) > m_\varrho(f) \).

In particular, the variance \( \text{var}(\mu) = \int (x - b(\mu))^2 \, d\mu(x) \) around the mean \( \varrho \) is minimized precisely when \( \mu = m_\varrho \).

**Corollary 3.3.** For every \( \varrho \in [x_1, x_k] \), the measure \( m_\varrho \) is the unique measure with smallest variance in \( \mathcal{M}_\varrho \).

For convex \( f : [0, 1] \to \mathbb{R} \) we are now able to identify the minimum ergodic average \( \alpha(f) \), and deduce information about (globally) minimizing measures.

**Theorem 3.4.** Let \( T : [0, 1] \to [0, 1] \) be an orientation-reversing weakly expanding map, with fixed points \( x_1 < \cdots < x_k \). If \( f : [0, 1] \to \mathbb{R} \) is convex, then its minimum ergodic average is
\[
\alpha(f) = \min_{1 \leq i \leq k} f(x_i),
\]
and there exists \( 1 \leq i \leq k \) such that \( \delta_{x_i} \) is \( f \)-minimizing.
If $f : [0, 1] \to \mathbb{R}$ is strictly convex, then either there is a unique $1 \leq i \leq k$ such that $f(x_i) = \alpha(f)$, in which case $\delta_{x_i}$ is the unique $f$-minimizing measure, or there exists $1 \leq i \leq k - 1$ such that $f(x_i) = f(x_{i+1}) = \alpha(f)$, in which case the set of $f$-minimizing measures is $\{\lambda \delta_{x_i} + (1 - \lambda) \delta_{x_{i+1}} \mid \lambda \in [0, 1]\}$.

**Proof.** The map $F : \mathcal{Q} \to \inf_{\mu \in \mathcal{M}_\varrho} \mu(f)$ is clearly convex on $[x_1, x_k]$. Since $m_\varrho(f) = \inf_{\mu \in \mathcal{M}_\varrho} \mu(f)$ by Theorem 3.1, the map $F$ is affine on each interval $[x_i, x_{i+1}], 1 \leq i \leq k - 1$. Consequently, there exists $1 \leq i \leq k$ such that $f(x_i) = \min_{\varrho \in [x_1, x_k]} F(\varrho) = \alpha(f)$, and therefore $\delta_{x_i}$ is $f$-minimizing.

Now suppose that $f$ is strictly convex. If there is a unique $1 \leq i \leq k$ such that $f(x_i) = \min_{\varrho \in [x_1, x_k]} F(\varrho) = \alpha(f)$, then the $f$-minimizing measures are precisely those which are minimizing in $\mathcal{M}_{x_i}$; Corollary 3.2 then implies that $\delta_{x_i}$ is the unique invariant measure which is minimizing in $\mathcal{M}_{x_i}$, hence it is the unique $f$-minimizing measure. If not, then the strict convexity of $f$ implies that $f(x_i) = f(x_{i+1}) = \min_{\varrho \in [x_1, x_k]} F(\varrho) = \alpha(f)$ for some $1 \leq i \leq k - 1$, with $f(x_j) > \alpha(f)$ for $j \in \{1, \ldots, k\} \setminus \{i, i+1\}$. So $F$ attains its minimum value $\alpha(f)$ precisely on the interval $[x_i, x_{i+1}]$, hence an invariant measure is $f$-minimizing if and only if it is minimizing in $\mathcal{M}_\varrho$ for some $\varrho \in [x_1, x_{i+1}]$. Corollary 3.2 then implies that the set of $f$-minimizing measures is precisely $\{\lambda \delta_{x_i} + (1 - \lambda) \delta_{x_{i+1}} \mid \lambda \in [0, 1]\}$. \hfill $\Box$

When $T$ is the reverse doubling map, the result is particularly explicit.

**Corollary 3.5.** Let $T(x) = -2x$ (mod 1) for $x \in (0, 1)$, and $T(0) = 1$. If $f : [0, 1] \to \mathbb{R}$ is strictly convex, then its minimum ergodic average is

$$
\alpha(f) = \min(f(1/3), f(2/3)).
$$

If $f(1/3) < f(2/3)$, then the unique $f$-minimizing measure is $\delta_{1/3}$, while if $f(1/3) > f(2/3)$, then the unique $f$-minimizing measure is $\delta_{2/3}$. If $f(1/3) = f(2/3)$, then the set of $f$-minimizing measures is precisely the convex hull of $\{\delta_{1/3}, \delta_{2/3}\}$.

4. **Maximal elements of $(\mathcal{M}_T$, $\prec$), and maximizing measures for convex $f$**

We prove the following stronger version of Theorem 1.5.

**Theorem 4.1.** Let $T : [0, 1] \to [0, 1]$ be an orientation-reversing weakly expanding map, with fixed points $x_1 < \cdots < x_k$, where $T(0) = 1$ and $T(1) = 0$. For every $\varrho \in [x_1, x_k]$, the ordered set $(\mathcal{M}_\varrho$, $\prec$) has a largest element, namely $v_\varrho$.

**Proof.** First suppose that $\varrho = 1/2$. In this case $v_\varrho = \mu_{01} = (\delta_0 + \delta_1)/2$ is the largest element not only in $(\mathcal{M}_{1/2}, \prec)$, but also in the larger set of all (not necessarily invariant) Borel probability measures with barycentre equal to $1/2$. To see this, note that if $b(\mu) = 1/2$, then $\mu_{01} = \int (x \delta_1 + (1 - x) \delta_0) \, d\mu(x)$. Therefore, $\mu_{01}$ is a dilation of $\mu$ (cf. [3, 5] and the proof of Corollary 3.2), hence $\mu \prec \mu_{01}$.

Now suppose that $\varrho \in [x_1, x_k] \setminus \{1/2\}$. We first prove the result in the case where $x_1 < 1/2 < x_k$.

It suffices to consider the case $\varrho \in [x_1, 1/2]$: the proof for $\varrho \in (1/2, x_k]$ is almost identical, and is omitted. For all convex functions $f : [0, 1] \to \mathbb{R}$, we wish to show that

$$
\mu(f) \leq v_\varrho(f) \quad \text{for all } \mu \in \mathcal{M}_\varrho.
$$

(9)
We may assume that \( f(0) = 0 = f(1) \) (since \( \tilde{f}(x) := f(x) + (f(0) - f(1))x - f(0) \) satisfies \( \tilde{f}(0) = 0 = \tilde{f}(1) \), and (9) holds if and only if \( \mu(\tilde{f}) \leq \nu_\varphi(\tilde{f}) \) for all \( \mu \in \mathcal{M}_\varphi \). So, since
\[
\nu_\varphi = \frac{1/2 - \varphi}{1/2 - x_1} \delta_{x_1} + \frac{\varphi - x_1}{1/2 - x_1} \mu_{01},
\]
we wish to show that
\[
\mu(f) \leq \frac{1/2 - \varphi}{1/2 - x_1} f(x_1) \quad \text{for all } \mu \in \mathcal{M}_\varphi.
\]
(10)
Now (10) is implied by the existence of a continuous function \( \varphi : [0, 1] \to \mathbb{R} \) satisfying
\[
(f + \varphi - \varphi \circ T)(x) \leq \frac{1/2 - x}{1/2 - x_1} f(x_1) \quad \text{for all } x \in [0, 1],
\]
and if we define \( \hat{f} : [0, 1] \to \mathbb{R} \) by
\[
\hat{f}(x) = f(x) + \frac{f(x_1)}{1/2 - x_1} x,
\]
then (11) becomes
\[
(\hat{f} + \varphi - \varphi \circ T)(x) \leq \frac{1/2 - x}{1/2 - x_1} f(x_1) = \hat{f}(x_1) \quad \text{for all } x \in [0, 1].
\]
(12)
Defining \( \varphi \) by
\[
\varphi(x) = \begin{cases} 
-\hat{f}(x_1) & \text{for } x \in [0, x_1], \\
-\hat{f}(x) & \text{for } x \in [x_1, 1],
\end{cases}
\]
(13)
we verify that (12) holds\( ^\dagger \). If \( x \in [x_1, 1] \), then \( (\hat{f} + \varphi - \varphi \circ T)(x) = -\varphi(Tx) = \hat{f}(x), \)
while if \( x \in [0, x_1] \), then \( (\hat{f} + \varphi - \varphi \circ T)(x) = \hat{f}(x) - \hat{f}(x_1) + \hat{f}(Tx) \), so (12) holds if
and only if
\[
\hat{f}(x) + \hat{f}(Tx) \leq 2\hat{f}(x_1) \quad \text{for all } x \in [0, x_1].
\]
(14)
To prove (14), first note that the convexity of \( \hat{f} \) implies
\[
\hat{f}(x) \leq \frac{x}{x_1} \hat{f}(x_1) + \left(1 - \frac{x}{x_1}\right) \hat{f}(0) = \frac{x}{x_1} \hat{f}(x_1) \quad \text{for all } x \in [0, x_1],
\]
(15)
and
\[
\hat{f}(y) \leq \frac{1 - y}{1 - x_1} \hat{f}(x_1) + \frac{y - x_1}{1 - x_1} \hat{f}(1) \quad \text{for all } y \in [x_1, 1].
\]
(16)
Now \( T \) is weakly expanding, so if \( x \in [0, x_1] \), then \( T(x) - x_1 \geq x_1 - x \), or in other words
\[
T(x) \geq 2x_1 - x.
\]
(17)
However, \( \hat{f} : [0, 1] \to \mathbb{R} \) is decreasing, since it is a convex function with
\[
\hat{f}(1) = 2 \hat{f}(x_1) = \frac{f(x_1)}{1/2 - x_1} < 0 = \hat{f}(0),
\]
(18)
\( ^\dagger \) Note in particular that (12) implies that \( \delta_{x_1} \) is (globally) \( f \)-maximizing.
so (17) implies that
\[ \hat{f}(Tx) \leq \frac{1 + x - 2x_1}{1 - x_1} \frac{x_1 - x}{1 - x_1} \hat{f}(x_1). \] (19)

Setting \( y = 2x_1 - x \) in (16), and combining with (19), gives
\[ \hat{f}(Tx) \leq \frac{1 + x - 2x_1}{1 - x_1} \hat{f}(x_1) + \frac{x_1 - x}{1 - x_1} \hat{f}(1). \] (20)

Using (15) with (20), and the fact that \( \hat{f}(1) = 2 \hat{f}(x_1) \), we obtain
\[ \hat{f}(x) + \hat{f}(Tx) \leq \hat{f}(x_1) \left( \frac{x}{x_1} + \frac{1 - x}{1 - x_1} \right) \quad \text{for all } x \in [0, x_1]. \] (21)

Now \( x_1 < 1/2 \), so the function \( x \mapsto x/x_1 + (1 - x)/(1 - x_1) \) is increasing on \([0, x_1]\),
attaining its maximum value of two when \( x = x_1 \). Therefore, (21) implies the desired
inequality (14), and the proof in the case \( x_1 < 1/2 < x_k \) is complete.

Now suppose that \( x_1 < 1/2 < x_k \) does not hold. In this case, because \( T \) is weakly
expanding, either \( x_1 < 1/2 = x_k \) or \( x_1 = 1/2 < x_k \). In the former case \( b(M_T) = [x_1, 1/2] \),
so we need only consider \( \varphi \in [x_1, 1/2] \), and the proof is as above. In the latter case
\( b(M_T) = [1/2, x_k] \), so we need only consider \( \varphi \in (1/2, x_k] \), and, as noted above, the proof
is almost identical to the argument for \( \varphi \in [x_1, 1/2] \). \( \square \)

The proofs of the following two corollaries are similar to those of Corollaries 3.2
and 3.3, so are omitted.

**COROLLARY 4.2.** Let \( T : [0, 1] \to [0, 1] \) be an orientation-reversing weakly expanding
map, with fixed points \( x_1 < \cdots < x_k \), where \( T(0) = 1 \) and \( T(1) = 0 \). If \( f : [0, 1] \to \mathbb{R} \)
is strictly convex, and \( \varphi \in [x_1, x_k] \), then \( \nu_\varphi \) is the unique maximizing measure in \( M_\varphi \).

**COROLLARY 4.3.** Let \( T : [0, 1] \to [0, 1] \) be an orientation-reversing weakly expanding
map, with fixed points \( x_1 < \cdots < x_k \), where \( T(0) = 1 \) and \( T(1) = 0 \). For every \( \varphi \in [x_1, x_k] \), the measure \( \nu_\varphi \) is the unique measure with largest variance in \( M_\varphi \).

For convex functions \( f : [0, 1] \to \mathbb{R} \), the maximum ergodic average \( \beta(f) \) is determined
by simply evaluating \( f \) at the points 0, 1, \( x_1 \), and \( x_k \).

**THEOREM 4.4.** Let \( T : [0, 1] \to [0, 1] \) be an orientation-reversing weakly expanding
map, with fixed points \( x_1 < \cdots < x_k \), where \( T(0) = 1 \) and \( T(1) = 0 \). If \( f : [0, 1] \to \mathbb{R} \)
is convex, then
\[ \beta(f) = \max(f(x_1), f(x_k), (f(0) + f(1))/2), \]
and at least one of the measures \( \delta_{x_1}, \mu_{01}, \) and \( \delta_{x_k} \) is \( f \)-maximizing.

If \( f : [0, 1] \to \mathbb{R} \) is strictly convex, then one of the following five possibilities holds:

(i) \( \delta_{x_1} \) is the unique \( f \)-maximizing measure;
(ii) \( \mu_{01} \) is the unique \( f \)-maximizing measure;
(iii) \( \delta_{x_k} \) is the unique \( f \)-maximizing measure;
(iv) the set of \( f \)-maximizing measures is \( \{\lambda \delta_{x_1} + (1 - \lambda)\mu_{01} \mid \lambda \in [0, 1]\} \);
(v) the set of \( f \)-maximizing measures is \( \{\lambda \mu_{01} + (1 - \lambda)\delta_{x_k} \mid \lambda \in [0, 1]\} \).
implies that the set of periodic orbit measures. The least element in \( (\mathcal{M}_{1/2}, \prec) \) is the non-ergodic measure \( (\delta_{1/3} + \delta_{2/3})/2 \), while the largest element is the invariant measure supported by the period-two orbit \([0, 1]\).

**Proof.** The map \( G : \varrho \mapsto \sup_{\mu \in \mathcal{M}_\varrho} \mu(f) \) is easily seen to be concave on \([x_1, x_k]\), and Theorem 4.1 implies that \( G \) is affine on both \([x_1, 1/2]\) and \([1/2, x_k]\). Consequently, \( G \) attains its maximum value at \( x_1, 1/2, \) or \( x_k \), so at least one of the measures \( \delta_{x_1}, \mu_{01}, \) and \( \delta_{x_k} \) is \( f \)-maximizing.

Now suppose that \( f : [0, 1] \to \mathbb{R} \) is strictly convex. If \( G \) has a unique maximum then this must be attained at \( x_1, 1/2, \) or \( x_k \), in which case Corollary 4.2 implies that the unique \( f \)-maximizing measure is, respectively, \( \delta_{x_1}, \mu_{01}, \) or \( \delta_{x_k} \).

We next show that \( G : [x_1, x_k] \to \mathbb{R} \) cannot be a constant function. If \( G \equiv c \), say, then \( f(x_1) = f(x_k) = c \); the strict convexity of \( f \) then implies that \( \min(f(0), f(1)) > c \), hence \( G(1/2) = \mu_{01}(f) = (f(0) + f(1))/2 > c \), a contradiction.

There remains the case that \( G \) is constant on either \([x_1, 1/2]\) or \([1/2, x_k]\): here Corollary 4.2 implies that the set of \( f \)-maximizing measures is, respectively, either \( \{\lambda \delta_{x_1} + (1 - \lambda) \mu_{01} \mid \lambda \in [0, 1]\} \) or \( \{\lambda \mu_{01} + (1 - \lambda) \delta_{x_k} \mid \lambda \in [0, 1]\} \).

5. **Computations**

The majorization criterion (1) can be used to compute some of the structure of \( (\mathcal{M}_{T}, \prec) \). These computations are particularly tractable when \( \mu \) and \( \nu \) are purely atomic with finitely many atoms (which are necessarily periodic points for \( T \)). If the mass of each atom is rational, then (1) can be re-formulated in terms of a well-known criterion of Hardy et al. (see \([9, 10, 14, 15]\)); for example, if \( \mu := Q^{-1} \sum_{i=1}^Q \delta_{\mu_i} \) and \( \nu := Q^{-1} \sum_{i=1}^Q \delta_{\nu_i} \), with \( \mu_1 \leq \cdots \leq \mu_Q \) and \( \nu_1 \leq \cdots \leq \nu_Q \), and \( b(\mu) = b(\nu) \), then \( \mu \prec \nu \) if and only if \( \sum_{i=1}^n \mu_i \geq \sum_{i=1}^n \nu_i \) for all \( 1 \leq n \leq Q - 1 \).

Now let \( T : [0, 1] \to [0, 1] \) be the reverse doubling map, given by \( T(x) = -2x \mod 1 \) for \( x \in (0, 1) \), and \( T(0) = 1 \). Any invariant measure supported by a single periodic orbit lies in \( \mathcal{M}_\varrho \) for some rational \( \varrho \in [1/3, 2/3] \); conversely, if \( \varrho \in (1/3, 2/3) \) is rational, then infinitely many such periodic orbit measures belong to \( \mathcal{M}_\varrho \). For barycentre \( \varrho = 1/2 \), the majorization relations between some of the periodic orbit measures in \( \mathcal{M}_{1/2} \) are depicted in Figure 1. Here symbolic codes denote the corresponding periodic orbit measures, where as usual the left half-interval is coded by 0, and the right half-interval by 1. For example 0011 denotes the measure \( \frac{1}{4} \sum_{i=1}^4 \delta_{i/5} \), supported by the period-four orbit \([1/5, 3/5, 4/5, 2/5]\).
6. **Infinitely many branches: the Gauss map**

The results of this paper can be extended, with some modification, to maps \( T : [0, 1] \to [0, 1] \) which are orientation reversing and weakly expanding, but with infinitely many branches. More precisely, the techniques of §3, and to a lesser extent those of §4, can be used to study the majorization structure of \( \mathcal{M}_T \) for maps \( T \) satisfying the analogue of Definition 2.3 where the finite set \((a_i)_{i \in [1, \ldots, k]}\) is replaced by a countably infinite set \((a_i)_{i \in \mathbb{I}}\), with each \( a_i < a_{i+1} \).

A treatment of general countable branch orientation-reversing weakly expanding maps would involve individual analyses of various sub-cases, according to which of 0 and 1 is an accumulation point of \((a_i)_{i \in \mathbb{I}}\), and the value of \( T \) at the accumulation points. Instead of performing this analysis, we fix ideas by concentrating on the most well-known such map, the Gauss map, which illustrates the way in which the infinite branch case differs from §§3 and 4.

The Gauss map is most naturally defined as a self-map of the set of irrationals in \((0, 1)\). However, it is usually extended to \((0, 1] \) by the formula

\[
T(x) = 1/x \pmod{1},
\]

and can be extended to a self-map of \([0, 1]\) by choosing \( T(0) \) to be some element of \([0, 1]\). Since 0 cannot be a point of continuity of \( T \), this choice of \( T(0) \) is rather arbitrary; for definiteness, and in view of the assumptions in §4, we set \( T(0) := 1 \).

The fixed points of \( T \) are

\[
z_i := (\sqrt{i^2 + 4} - i)/2 \quad \text{for } i \geq 1.
\]

In particular, \( z_1 = (\sqrt{5} - 1)/2 = \max_i z_i, z_2 = \sqrt{2} - 1 \), and \( \inf_i z_i = 0 \).

By analogy with Notation 2.5, let \( m_\varrho := \varrho \delta_{z_i} + (1 - \varrho)\delta_{z_{i+1}} \), where \( \varrho \in [0, 1] \) and \( i \geq 1 \) are such that \( \varrho = \lambda z_i + (1 - \lambda)z_{i+1} \). Proofs analogous to those of Lemma 2.4 and Theorem 3.1 give the following.

**Theorem 6.1.** For \( T : [0, 1] \to [0, 1] \) the Gauss map, \( b(\mathcal{M}_T) = (0, (\sqrt{5} - 1)/2] \). For every \( \varrho \in (0, (\sqrt{5} - 1)/2) \), the ordered set \((\mathcal{M}_\varrho, \prec)\) has a smallest element, namely \( m_\varrho \).

Using the same arguments as in §3, it can also be shown that \( m_\varrho \) is the unique \( f \)-minimizing measure in \( \mathcal{M}_\varrho \) for strictly convex \( f : [0, 1] \to \mathbb{R} \), and in particular that \( m_0 \) is the unique measure in \( \mathcal{M} \) with smallest variance.

The following result on global minimization for convex functions is an analogue of Theorem 3.4, the significant difference being that \( f \)-minimizing measures need not exist (e.g. this occurs if the convex function \( f \) is strictly increasing).

**Theorem 6.2.** Let \( T : [0, 1] \to [0, 1] \) be the Gauss map. If \( f : [0, 1] \to \mathbb{R} \) is convex, then its minimum ergodic average is

\[
\alpha(f) = \inf_{i \geq 1} f(z_i).
\]

(22)

If the infimum (22) is not attained by any \( i \geq 1 \), then there are no \( f \)-minimizing measures. Otherwise, at least one Dirac measure \( \delta_{z_i} \) is \( f \)-minimizing.
If $f$ is strictly convex, and (22) is attained by a unique $i \geq 1$, then the corresponding Dirac measure $\delta_{z_i}$ is the unique $f$-minimizing measure. If (22) is attained by at least two distinct values $i \geq 1$, then there exists $j \geq 1$ such that the set of $f$-minimizing measures is 

$$\{\lambda \delta_{z_j} + (1 - \lambda) \delta_{z_{j+1}} \mid \lambda \in [0, 1]\}.$$  

**Example 6.3.** Let $T : [0, 1] \to [0, 1]$ be the Gauss map, and define $f : [0, 1] \to \mathbb{R}$ by $f(x) = (x - 1/2)^2$. Since $f$ is strictly convex, Theorem 6.2 implies that its minimum ergodic average is 

$$\alpha(f) = \inf_i f(z_i) = f(z_2) = (3/2 - \sqrt{2})^2 = \frac{17}{4} - 3\sqrt{2},$$

and that its unique $f$-minimizing measure is $\delta_{z_2} = \delta_{\sqrt{2} - 1}$.

**Remark 6.4.** We make the following final remarks.

(a) A completely different approach to ergodic optimization for infinite branch maps, based on symbolic dynamics, has been considered in [11, 17, 18].

(b) The choice $T(0) = 1$ renders $\{0, 1\}$ a period-two orbit of $T$, so that $\mu_{01} = (\delta_0 + \delta_1)/2 \in \mathcal{M}_T$. Arguments similar to those of Theorem 4.1 can then be used to show that for $\varrho \in [1/2, (\sqrt{5} - 1)/2]$, the appropriate convex combination of $\mu_{01}$ with $\delta_{z_1}$ is the largest element in $(\mathcal{M}_\varrho, \prec)$. For $\varrho \in (0, 1/2)$, however, the absence of a smallest fixed point of $T$ can be used to show that $(\mathcal{M}_\varrho, \prec)$ has no largest element.
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